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Abstract— Transformer-based method has demonstrated
promising performance in image super-resolution tasks, due to
its long-range and global aggregation capability. However, the
existing Transformer brings two critical challenges for applying
it in large-area earth observation scenes: (1) redundant token
representation due to most irrelevant tokens; (2) single-scale
representation which ignores scale correlation modeling of
similar ground observation targets. To this end, this paper
proposes to adaptively eliminate the interference of irreverent
tokens for a more compact self-attention calculation. Specifically,
we devise a Residual Token Selective Group (RTSG) to grasp
the most crucial token by dynamically selecting the top-k
keys in terms of score ranking for each query. For better
feature aggregation, a Multi-scale Feed-forward Layer (MFL) is
developed to generate an enriched representation of multi-scale
feature mixtures during feed-forward process. Moreover, we also
proposed a Global Context Attention (GCA) to fully explore the
most informative components, thus introducing more inductive
bias to the RTSG for an accurate reconstruction. In particular,
multiple cascaded RTSGs form our final Top-k Token Selective
Transformer (TTST) to achieve progressive representation.
Extensive experiments on simulated and real-world remote
sensing datasets demonstrate our TTST could perform favorably
against state-of-the-art CNN-based and Transformer-based
methods, both qualitatively and quantitatively. In brief, TTST
outperforms the state-of-the-art approach (HAT-L) in terms of
PSNR by 0.14 dB on average, but only accounts for 47.26% and
46.97% of its computational cost and parameters. The code and
pre-trained TTST will be available at https://github.com/XY-
boy/TTST for validation.

Index Terms— Remote sensing image, super-resolution, sparse
transformer, selective attention.
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I. INTRODUCTION

WITH the growing demand for fine-scale remote sensing
applications, remote sensing image with High Spatial

Resolution (HSR) is playing an indispensable role in various
research scenarios, such as land-cover segmentation [1], classi-
fication [2], [3], object detection [4], and change detection [5].
However, limited by the hardware devices, images from aerial
sensors can merely characterize partial spatial details [6], [7],
[8], resulting in suboptimal scene representation and visual
quality. Therefore, improving the spatial resolution of remote
sensing imagery is crucial for both human perception and
downstream tasks.

In contrast to upgrading hardware, Super-Resolution (SR)
technologies [9], [10], [11], [12], [13], [14], [15], [16], which
recover high-resolution images from low-resolution obser-
vations, provide more flexible and economical solutions to
tackle this issue. As a classical low-level vision task, super-
resolution is highly ill-posed, particularly when the scaling
factor is large, e.g., ×8 and ×16. Early works often employ
interpolation [17] or various image priors [18], [19], [20] to
constrain the infinite solution space. However, they tend to
restore unsatisfactory results with severe artifacts and suffer
from harsh optimization processes. Subsequently, with the
booming of deep learning [21], the deep-learning-based SR
approaches have achieved significant performance [22], [23],
[24]. Among them, Convolutional Neural Networks (CNNs)
based models have almost dominated SR for years as they
could tame the ill-posedness with local fitting capability. For
example, NLSA [25] proposed a sparse non-local attention
to alleviate the redundant inference of non-local modeling
and yielded impressive performance. However, CNNs are still
weak at exploring global dependencies, which are vital for SR.

Until recently, several transformer-based SR methods [26],
[27], [28] have emerged and achieved promising perfor-
mance. The key success of Transformer is the self-attention
which is more powerful than CNN in representing the long-
range dependencies. More recently, hybrid attention [27] that
incorporates the strength of CNN and transformer has been
proposed. Nevertheless, most transformer-based SR models
mainly engage in natural images [27], [29], [30], [31]. They
usually use dense self-attention to aggregate global features,
involving all tokens for similarity computation. However,
as illustrated in Fig. 1, there is inadequate consideration
of the characteristics in large-area earth observation scenes,
including the scale diversity and redundancy characteristics.
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Fig. 1. The overlooked characteristics of remote sensing imagery for previous
transformer-based SR models. (1) Scale diversity: there exists scale diversity
of similar ground observation targets. (2) Redundant token representation:
there are obvious redundant contents for correlation learning.

More precisely, there exists scale diversity of similar ground
observation targets, where the latent scale correlations are
barely explored by the single-scale representation methods,
leading to undesired reconstruction results with artifacts.
In addition, due to the large-range imaging, there are obvi-
ous redundant contents for correlation learning, token
representation of transformer in particular. It is completely
ignored by the previous transformer-based SR methods, which
intuitively makes them more challenging for direct reuse on
remote sensing SR tasks.

To this end, a novel Top-k Token Selective Transformer
(TTST) is proposed in this study to mitigate the aforemen-
tioned issues. Specifically, instead of using all the tokens for
dense attention matrix calculation, TTST chooses to search
a sparse mask by selecting only the top-k highest attention
values (i.e., similarity scoring) of tokens for applying channel-
wise selection. This enables TTST to capture the most relevant
components over the entire HSR images while maintaining
a moderate complexity with respect to explicit spatial-wise
selection. In essence, the learnable mask is a sparse repre-
sentation of query-key pairs, which aligns with the fact that
the informative token is sparsely distributed across remote
sensing images. Simultaneously, for better conservation of
multi-scale information, a Multi-scale Feed-forward Layer
(MFL) is developed to explore the latent scale relations
of similar objects and enrich the interaction of multi-scale
features. Furthermore, based on the observation that valuable
prior knowledge exists in large-range areas, we devise a Global
Context Attention (GCA) module to dynamically adjust the
large respective field of CNNs, thus introducing more induc-
tive bias to TTST for better reconstruction.

In brief, the main contribution of this paper is three-fold:

1) A Top-k Token Selective Transformer (TTST) is proposed
for remote sensing image super-resolution, considering
the scale diversity and redundant token representation in
challenging remote sensing scenarios.

2) To eliminate the interference of irrelevant tokens, TTST
adaptively selects the most critical tokens based on the
top-k selective mechanism, making the long-range mod-
eling more effective and compact.

3) To explore the latent scale relations, a Multi-scale Feed-
forward Layer (MFL) is devised, which helps to aggregate
more multi-scale cues into the global representation.

The remainder of this paper is organized as follows.
Section II reviews some important works related to our TTST.
In Section III, we describe the implementation details of our
TTST. Section IV contains extensive experiments on various
remote sensing datasets. In Section V we summarize the whole
paper.

II. RELATED WORK

In this section, we first comprehensively review remote
sensing image super-resolution. Then we introduce some work
related to this paper, including Top-k selective mechanism and
Large Kernel Convolution.

A. Remote Sensing Image Super-Resolution

1) CNN-Based: Drawing inspiration from SRCNN [32],
a crowd of CNN-based SR methods have emerged and made
remarkable progress on image SR task [33], [34], [35], [36],
[37]. Generally, they use well-designed attention to remove the
interference of irrelevant information, such as channel atten-
tion [38] and holistic attention [39]. To extract global prior
knowledge (e.g., self-similarity), some scholars have proposed
self-similar attention [26] and non-local sparse attention [25].
Despite encouraging the representation of global context,
exhaustive non-local modeling brings huge computationally
complex and is less efficient in remote sensing imagery.
In addition, their global modeling ability remains weak due
to the limited receptive field of CNN.

2) Transformer-Based: Owing to the strong long-range
representation capability of self-attention, the transformer
has demonstrated comparable and even superior performance
against CNN-based methods [40], [41], [42]. Intuitively, global
attention is well suited to large-scale remote sensing images.
However, it also inevitably involves irrelevant information for
self-attention calculation. Recently, Lei et al. [43] proposed
a multi-stage enhanced transformer that explores features
at different scales with self-attention. However, it fails to
conduct a global search at each stage and neglects the token
redundancy issue. More recently, Chen et al. [27] proposed
to exploit channel attention to introduce more global context
into a transformer. Limited by the small respective field, e.g.,
3 × 3 convolution, the valuable prior knowledge is not fully
explored. Fang et al. [44] incorporated CNN and Transformer
for lightweight SR. Chen et al. [45] proposed a spatial-
gate feed-forward network for better feature propagation.
Zhu et al. [46] aggregated the long-range information in
the spatial frequency domain. Nevertheless, they lack explicit
consideration of scale variances in remote sensing imagery,
thus resulting in suboptimal performance in image restoration
tasks [47], [48].
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In summary, we urgently need a practical scheme to dis-
till irrelevant information during self-attention and pay more
attention to the scale variation in remote sensing scenes.

B. Top-k Selective Mechanism

The top-k selective mechanism allows self-adaptive and
efficient modeling of the attention mechanism. Zhao et al. [51]
first introduce such selective strategy in NLP tasks. Later, some
works [52], [53] proposed to use k-NN attention to select
top-k most similar tokens. In particular, they calculate the
pixel-wise similarity of query-key pairs and operate spatial-
wise selection. In remote sensing areas, a similar patch-wise
masking strategy has been investigated for boosting vision
transformers [54].

This paper represents the first attempt to introduce a top-k
selective mechanism for SR task of remote sensing imagery.
Unlike previous works that employ a manual k, we pro-
posed conducting a more flexible channel-wise similarity
measurement and applying dynamic selection in the channel
dimension. Compared to pixel-wise selection, our method is
more computationally efficient as predicting a score for each
pixel is naturally a laborious task.

C. Large Kernel Convolution

Recent studies [55], [56], [57] have demonstrated the
effectiveness of large kernel convolutions in improving the per-
formance of vision tasks. In light of this, some effort has been
paid to increase the respective field of CNNs with larger kernel
convolution. Liu et al. [58] modified the standard ResNet
with 7 × 7 Depth-Wise Convolutions, resulting in favorable
performance improvement in classification tasks. Recently,
Ding et al. [59] even introduced 31 × 31 convolutions and
achieved competitive performance with a vision transformer.
To reduce the complexity of large kernel CNN, Guo et al. [50]
proposed a large kernel convolutional decomposition strategy
(LKA) without sacrificing the respective field. However, lim-
ited by a single large respective field, LKA naturally ignores
the different importance of multi-scale features in remote sens-
ing imagery. To pick up the most critical features, an effective
selective attention [49] has been proposed. Nevertheless, multi-
scale representations are rarely explored with a single-scale
convolution.

As large kernel convolution particularly well-suits the
large-range context characteristic in remote sensing imagery,
we grasp this merits to devise our Global Context Attention.
Different from previous works, our GCA can adaptively aggre-
gate the most critical global contextual features with various
large respective fields. Fig. 2 illustrates the detailed structure
comparisons between our GCA and related works.

III. METHODOLOGY

A. Overview of TTST

As illustrated in Fig. 3, our TTST consists of three major
components: 1) Feature extraction, which extracts global con-
text feature from IL R with Global Context Attentions (GCAs);
2) Residual Token Selective Groups (RTSGs), where each

Fig. 2. Architectural comparisons between our Global Context Attention
(GCA) and other related works [49], [50].

RSTG contains a Top-k Token Selective Attention (TTSA),
a vanilla Window-based Self-Attention (WSA), a Multi-scale
Feed-forward Layer (MFL), and an optional GCA mod-
ule; 3) The Reconstruction part, which aims to restore the
super-resolved image IS R . The details of these components
are described below.

B. Top-k Token Selective Group

1) Top-k Token Selective Attention: The key motivation of
our TTSA is to distill the interference of noisy tokens when
calculating self-attention. In particular, TTSA aims to leverage
the sparsity by selecting the token with the top-k highest
relevance to the query, grasping the most critical information
for restoration.

Formally, given a query Q, key K, and value V with the
shape of d×H ×W , the dense attention matrixM ∈ Rd×d can
be generated by dot-product operation between Q and trans-
posed K across channels. Rather than computing a spatial-wise
matrix with the shape of H W × H W , channel-wise sim-
ilarity measurement helps to reduce memory consumption
for efficient inference. Next, an adaptive selection strategy
is adopted to mask out the irrelevant elements (i.e., lower
attention values) in M. As shown in Fig. 3, k is dynamically set
to a sequence of values. Using k1 =

1
2 as an example, only the

elements with top 50% scores can be reserved for activation,
while the remaining 50% elements are masked to 0. Similarly,
when k4 =

4
5 , the sparse rate is 20%. Different from fixed

k that lacks flexibility in exploring the latent magnitude of
sparsity, the proposed dynamic selection allows the selective
process from sparse to dense by setting k to multiple values.
Specifically, we generate a binary mask matrix to achieve this
section operator:

[mk]i j =

{
1, mi j ∈ indexk

0, otherwise.
, (1)
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Fig. 3. Overview of the proposed TTST. (1) Feature extraction receives the LR input IL R and introduces inductive bias to transformer with GCA. (2)
Residual Token Selective Groups, where each RTSG consists of a TTSA, a WSA, an MFL, and an optional GCA module (marked by a dashed box). (3)
Reconstruction part.

where indexk means the coordinates of the top-k highest
values. After that, the sparse attention matrix is activated
by the softmax function. These processes and be written as
follows:

Mk = Softmax
(

mk ⊙
QKT

λ

)
(2)

Here, we denote the activated attention matrix with a dense
rate of k as Mk = [W1, · · · WC ]T, the i-th feature maps of
sparse representation V̄k can be formulated by the following:

v̄i =

d∑
i=1

ωi ⊙ vi , (3)

where ωi means the i-th attention value of Wi and ⊙ is
channel-wise multiplication. The output of i-th head is the
average results of V̄ki :

V̄i =

K∑
i=1

V̄ki

/
K , (4)

where K = 4 means four dynamic value of k. As we adopt
the multi-head design, we concatenate all the output in each
head and aggregate them with a 1 × 1 convolution:

V̄t = Conv
(
Concat

(
V̄i

))
. (5)

The algorithm of our Top-k Token Selective Attention is
summarized in Algorithm. 1.

2) Window-Based Self-Attention: WSA is capable of captur-
ing long-range dependencies, which has become an empirical
operation in most existing models [11], [27]. Here, we follow
the standard WSA in [27] to generate the long-range represen-
tation V̄w. Finally, we aggregate the output of TTSA and WAS
by element-wise addition, i.e., X = V̄w + V̄i . This integration
ensures that our model benefits from both the long-range

Algorithm 1 Top-k Token Selective Attention.

dependencies captured by WSA and the enhanced locality of
TTSA.

C. Multi-Scale Feed-Forward Layer

The naive MLP layer employs linear projection for feature
propagation, which does not explicitly consider multi-scale
features. Prior works [45], [47], [60] have modified the MLP
layer for better feature propagation. Chen et al. [45] replaced
the MLP layer with a spatial-gate network. Wang et al. [47]
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Fig. 4. The conceptual illustration of the proposed Multi-scale Feed-forward
Layer (MFL). Here, DW-Conv represents the Depth-wise Convolution, and
the chunk is the channel split operation.

added a depth-wise convolutional block to enhance the locality.
Nevertheless, limited by the single-scale design, they all
neglect to explore multi-scale properties in remote sensing
imagery. In fact, boosting the representation of multi-scale
objects has fully demonstrated its effectiveness in better
remote sensing imagery super-resolution [61]. Therefore,
we devise a efficient yet effective multi-scale feed-forward
layer to generate an enriched set of features.

As illustrated in Fig. 4, after a layer normalization operator
Xl = LN (X), we feed the normalized feature Xl into three
parallel branches to explore multi-scale representations with
3 × 3, 5 × 5, and 7 × 7 DW-Conv, respectively.

X3 = f dwc
3×3 (Xl) , X5 = f dwc

5×5 (Xl) , X7 = f dwc
7×7 (Xl) . (6)

To enhance the interaction of multi-scale localities, we split the
multi-scale representations into three parts along the channel
dimension using the chunk operation and concatenated these
parts after ReLU activation. This exploration and incorporation
process can be formulated as follows:

X̄3 = σ
(

f dwc
3×3

[
Xp1

3 , Xp1
5 , Xp1

7
])

,

X̄5 = σ
(

f dwc
5×5

[
Xp2

3 , Xp2
5 , Xp2

7
])

,

X̄7 = σ
(

f dwc
7×7

[
Xp3

3 , Xp3
5 , Xp3

7
])

,

X̄ = f1×1
[
X̄3, X̄5, X̄7

]
+ Xl ,

(7)

where σ (·) is ReLU activation, [·] represents the channel-wise
concatenation, and f1×1 denotes a 1 × 1 convolution.

D. Global Context Attention

As discussed in the Introduction, large-scale remote
sensing scenes often exhibit significant redundancy (e.g., self-
similarity), which can be treated as valuable prior knowledge

Fig. 5. The diagram of large kernel decomposition. A conventional 11 × 11
Depth-Wise Convolution (DW-Conv) can be decomposed into two efficient
operations: a 3×3 DW-Conv and a 5×5 DW-Conv with dilation rate 2. Here
k means the kernel size and d is the dilation rate.

for restoration. Moreover, these global contexts can vary
in scale. Therefore, we propose to generate multiple global
context features yielded from different large respective fields
and perform adaptive selection to explore the most useful
context. To achieve this, we decompose a large-scale ker-
nel into a sequence of Depth-Wise Convolutions (DW-Conv)
with diverse kernels. This decomposition explicitly allows us
to obtain a series of global features considering the scale
variation.

1) Kernel Decomposition: As illustrated in Fig. 5, a large-
scale 11×11 DW-Conv can be subdivided into two operations:
a 3 × 3 DW-Conv convolution and a 5 × 5 DWD-Conv with
the dilation rate of 2. Generally, given an input X̄, a series of
contextual features with varying respective fields are obtained:

Ui+1 = f dwc
i (Ui ) , (8)

where U0 = X̄ and f dwc
i (·) is i-th DW-Conv in the decom-

posed sequence. As illustrated in Fig. 7, we set i = 1 for
a simple explanation. The contextual features will serve as
candidates for further dynamic selection.

There are two merits of our kernel-decomposition strategy.
(1) It allows us to extract global prior knowledge using
convolution with the large respective fields while maintaining a
lightweight architecture, compared to simply applying a single
larger-kernel convolution. (2) The kernel sequence explicitly
produce multiple global representation yields from various
respective field, which makes us easier to explore multi-scale
prior knowledge and perform succeeding selective attention.
As depicted in Fig. 6, with the help of kernel-decomposition
strategy, our TTST significantly enlarges the respective field
and activates a larger number of pixels for super-resolution
restoration compared to standard small kernel convolutions.

2) Context Selective Attention: To grasp the different contri-
butions of global contexts from candidates with different large
spatial fields, we introduced a channel-wise selective attention
mechanism [49]. Firstly, the candidates are aggregated to
obtain a holistic global representation denoted as U . Subse-
quently, a spatial-wise global pooling operator is conducted to
squeeze U to a flattened feature S. After a simple linear pro-
jection layer, a compact feature Z is obtained. Mathematically,
these processes can be written as follows:

S = P (U ) , Z = σ
(
F f c (S)

)
, (9)

where P (·) means global pooing, σ (·) is RuLU activation
and F f c (·) is a fully-connected layer. After that, to generate
the channel-wise attention to guide the selection, a softmax is
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TABLE I
THE DETAILED SUMMARY OF THE DATASET PROPERTIES INVOLVED IN THIS PAPER, INCLUDING AID, DOTA V1.0, DIOR, AND NWPU-RESIC45

Fig. 6. Local Contribution Map (LAM) [62] of our TTST. With the
kernel decomposition strategy, TTST gradually increases the respective field
from 3 to 29 and activates more useful pixels in a large range in remote
sensing imagery for better restoration.

applied to the channel-wise elements:

W1k =
eAk Z

eAk Z + eBk Z , W2k =
eBk Z

eBk Z + eAk Z , (10)

where A, B ∈ Rc×d are two learnable parameters. Ak means
the k-th row of A and W1k represents the k-th attention value
in W1, likewise Bk and W2k . As shown the Fig. 7, when there
are two candidates U1 and U2, the attention follows W1k +

W2k = 1. The final selected Y is obtained with the channel-
wise multiplication:

Y = U1 · W1 + U2 · W2. (11)

E. Resconstruction

To restore the final high-resolution image, a 3 × 3 convolu-
tion is inserted before the widely used pixel-shuffle layer [67]
to enlarge the channel dimension. Finally, the super-resolved
image IS R ∈ RHr×Wr×3 can be received. Here, r is the scaling
factor, and 3 means the RGB channels.

IV. EXPERIMENT

A. Remote Sensing Datasets

In this paper, we report the results of the super-resolution
models on four remote sensing datasets, including AID [63],
DOTA v1.0 [64], DIOR [65] and NWPU-RESISC45 [66]. The
detailed properties of these datasets are summarized in Table I.

B. Implementation Details

1) Model Details: In this study, all the models were imple-
mented for ×4 SR, i.e., r = 4. For the structure of TTST,
the number of GCA in the feature extraction part is set to
5. To ensure deep feature exploration, we stacked 36 RTSG
in our final model, consistent with [27]. The channel number
in TTST is set to 180. In both TTSA and WSA, the number
of multi-head self-attention is 6. The selective rate in TTSA
is dynamically set to 1/2, 2/3, 3/4, and 4/5, allowing for a
flexible trade-off between sparse and dense selection. Since
HAT-L employs one convolution layer at every 6 transformer
groups to introduce inductive bias, for fair comparison, we also
insert a GCA at every 6 RTSGs in our final TTST.

2) Training Details: To ensure a fair comparison, all the
SR methods considered in this study were retrained using
the training set mentioned above, without any pre-training
and fine-tuning processes. During the training process of our
TTST, we randomly select 4 image patches with the size of
64 × 64 in each iteration. The learning rate is initialized to
1 × 10−4 and halved when reaching half of the 500 epochs.
We adopt the widely used L1 loss function to optimize
our TTST, i.e., L1 = ∥IS R − IGT ∥1, where IS R means
the super-resolved image and IH R denotes the ground-truth
image. Adam optimizer is used in all models. All experiments
involved in this paper were conducted on the same device,
i.e., a single NVIDIA RTX 3090 GPU and a 3.40 GHz AMD
Ryzen 5700X CPU.

C. Evaluation Metrics

For simulated experiments, two widely used full-reference
indicators are adopted: Peak Signal-to-Noise Ratio (PSNR)
and Structural Similarity Index (SSIM) [69]. Note that PSNR
and SSIM are calculated on the luminance channel (Y)
of YCbCr space. Regarding real-world experiments, two
reference-free metrics are used, i.e., the Natural Image Quality
Evaluator (NIQE) [70] and the Average Gradient (AG).

D. Experiments on Simulated Datasets

1) Comparative Methods: To comprehensively evaluate
the SR performance of our TTST against state-of-the-art
methods on remote sensing imagery, we choose both CNN
and Transformer-based models for comparison, including
EDSR [68], RCAN [38], HAN [39], NLSA [25], HSENet [26],
HAUNet [71], TransENet [43], and HAT-L [27]. Note that
TTST+ is the self-ensemble result of our TTST.
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Fig. 7. The overall structure of our Global Context Attention (GCA) module.

TABLE II
QUANTITATIVE RESULTS ON AID TEST SET. HERE WE REPORT THE PSNR/SSIM PERFORMANCE OF SISR MODELS ON 30 CLASSES

OF SCENES. THE BEST AND SECOND BEST METRICS ARE SHOWN IN RED BLOD AND BLUE BLOD, RESPECTIVELY

2) Quantitative Results: Table II provides quantitative
results in terms of PSNR and SSIM on the AID dataset,
showcasing the performance of comparative models across
30 scene categories. We observed that the improvement of
TransENet over RCAN is marginal. The primary reason for
this might be the challenging scene diversity inherent in remote
sensing images, posing difficulties for transformer-based SR
methods to generalize well across various remote sensing
scenes. Notably, our TTST demonstrates superior performance
compared to both CNN and Transformer-based methods,
achieving a substantial margin of improvement across all
land cover types. This indicates the favorable reconstruction
performance of TTST in diverse remote sensing scenar-
ios. Specifically, compared to the impressive HAT-L model,
our TTST exhibits a remarkable 0.16dB improvement in
average PSNR. This illustrates that our TTSA excels at

leveraging critical tokens against the channel attention used
in HAT-L.

In Table III, we further evaluate the average PSNR and
SSIM results on DOTA v1.0 and DIOR datasets. We can
see that recent state-of-the-art CNN-based methods have
achieved comparable performance on these remote sensing
datasets. For instance, NLSA, which explores global prior
knowledge using non-local sparse attention, shows a marginal
PSNR decrease of 0.02dB compared to RCAN. On the
other hand, HAT-L demonstrates notable improvements against
CNN-based approaches by leveraging the long-range represen-
tation capability of self-attention. In comparison, our TTST
achieves a substantial PSNR improvement of 0.14dB com-
pared to HAT-L. This improvement aligns with our motivation
to design the token selective attention, which aims to explore
the most critical tokens for restoration while eliminating the
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Fig. 8. ×4 visual comparisons on “playground_270” (top) and “railwastation_048” (bottom) samples of AID900. The best PSNR/SSIM is shown in bold.
Zoom in for better observation.

TABLE III
QUANTITATIVE RESULTS ON AID, DATA V1.0 AND DIOR TEST SET. ALL THESE FLOPS ARE CALCULATED WITH A 3 × 128 × 128 IMAGE

INPUT. TTST+ MEANS THE SELF-ENSEMBLE RESULTS OF OUR TTST. THE BEST AND SECOND BEST
METRICS ARE SHOWN IN RED BLOD AND BLUE BLOD, RESPECTIVELY

interference of irrelevant information in large-scale remote
sensing imagery.

3) Qualitative Results: Visual comparisons on AID, DOTA
v1.0, and DIOR with scale factor ×4 are displayed in Fig. 8,
Fig. 9 and Fig.10, from all of which we can see that our
TTST can restore more textures when relevant information
(e.g., self-similarity) can be found in these remote sensing
scenes. In particular, Transformer-based models without dis-
tilling the noisy token cannot recover clean textures accurately.

For example, when comparing the visual results of image
“playground_270” from the AID dataset in Fig. 8, we observe
that TTST produces results that are visually close to the ground
truth, while other competitive Transformer-based models with-
out a selective mechanism, such as TransENet and HAT-L,
struggle to restore severely degraded details. Moreover, com-
pared to other CNN-based methods like HAN and NLSA,
our TTST still maintains favorable visual quality with more
high-frequency contextual information.
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Fig. 9. ×4 visual comparisons on DOTA v1.0. The best PSNR/SSIM is shown in bold.

Fig. 10. ×4 visual comparisons on DIOR. The best PSNR/SSIM is shown in bold. Zoom in for better comparison.

Similarly, the visual comparisons in Fig. 9 and Fig. 10
provide additional evidence of the superiority of TTST. These
comparisons highlight that TTST could restore more realistic
distribution than other methods, resulting in clearer and cleaner
textures. Specifically, in the case of “Img_036” from the

DOTA dataset (Fig. 10), we observe that TransENet and
HAT-L fail to accurately restore the shape and boundaries,
despite the presence of informative and similar textures in the
storage tank of the low-resolution remote sensing image. These
visual results further support the effectiveness of TTST in cap-
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TABLE IV
QUANTITATIVE RESULTS ON NWPU-RESISC45 (×4) WITH

REAL-WORLD DEGRADATION. THE BEST AND SECOND
BEST METRICS ARE SHOWN IN RED BLOD AND

BLUE BLOD, RESPECTIVELY

turing global dependencies and enhancing the representation of
informative tokens through the proposed top-k token selective
attention mechanism.

E. Experiments on Real-World Data

To verify the effectiveness of the proposed TTST in han-
dling real-world degradations, we conduct experiments on the
NWPU dataset without applying any simulated degradation.

1) Quantitative Results: Table IV presents the SR perfor-
mance of various methods in terms of AG and NIQE metrics.
The results show that our TTST achieves the best performance
in terms of NIQE and secures the second position in AG. This
indicates that TTST is robust and competitive in addressing
the challenges of SISR for remote sensing imagery with
realistic degradations. Notably, while the transformer-based
methods no longer outperform the CNN-based approaches
as observed in Table IV, our TTST still leads to HAT-L
0.11 in NIQE, demonstrating its superiority to restore realistic
results that align with human perception. Moreover, the high
AG score indicates that our TTST effectively recovers more
high-frequency textures in complex real-world scenes with
various degradations.

2) Qualitative Results: The visual comparisons on
real-world remote sensing imagery are presented in Fig. 11.
From the observations in Fig. 11, it is evident that our
TTST produces visually appealing textures with rich high-
frequency details. Specifically, when zoomed in on the
blue region of interest (ROI), all CNN-based methods
exhibit noticeable artifacts and noise, while our TTST
generates results with sharper and cleaner edges, providing
a visually superior outcome. Moreover, in the red ROI,
only our TTST successfully restores realistic details in the
outlines. These results affirm the efficacy of our TTST in
super-resolving remote sensing images, demonstrating its
practical applicability. By leveraging the top-k token selective
attention mechanism, our TTST effectively removes noise
and blurring artifacts in real-world remote sensing images.

F. Ablation Study

In the ablation section, we conduct extensive discussions
of the model design and the key components of our TTST.
Notably, we trained these models on AID and observed their
PSNR performance on AID-tiny, which contains 30 random
images from AID and does not overlap with the training and
test set.

TABLE V
THE EFFECT OF THE KEY COMPONENTS IN OUR TTST. MODEL-A

IS A BASELINE MODEL, WHERE WE REPLACE TTSA, MLF,
AND GCA WITH A 3 × 3 CNN LAYER, A VANILLA MLP

LAYER, AND A 3 × 3 CNN LAYER WITH SIMILAR
PARAMETERS TO EACH COMPONENT. THE BEST

PSNR PERFORMANCE IS SHOWN IN BLOD

TABLE VI
THE GENERALIZATION OF OUR TTSA. ALL THESE FLOPS ARE

CALCULATED WITH A 3 × 128 × 128 IMAGE INPUT

1) Top-k Token Selective Attention:
a) Effect of TTSA: The effect of Top-k Token Selective

Attention in our TTST on SR performance is listed in Table V.
Model-A serves as the baseline, where all the key components,
including TTSA, Multi-Scale Feed-forward Layer (MFL),
and Global Context Attention (GCA) in TTST, are replaced
with CNN layers, a vanilla MLP layer, and CNN layers,
respectively.

By comparing the PSNR values in the first and second
columns of Table V, we observe that our Top-k Token Selec-
tive Attention (TTSA) yields a significant improvement of
0.156dB in PSNR. This improvement is achieved by lever-
aging the most informative tokens in self-attention, thereby
enhancing the reconstruction process. Furthermore, in Fig. 12,
we present the average PSNR results (without top-k selec-
tion) at the bottom, where our TTSA consistently achieves
high-fidelity restoration with superior PSNR performance. For
example, in DIOR, DOTA, and AID datasets, our TTSA
contributes to a performance improvement of 0.15dB, 0.19dB,
and 0.23dB, respectively. To investigate the generalization
capability of TTSA, we incorporate the TTSA as a plug-
and-play component into HAT-L. The quantitative results are
presented in Table VI. TTSA can be comfortably integrated
into other transformer-based SR approaches and promote
performance (28.183dB vs. 28.136dB), which demonstrates its
robustness and favorable generalization capability.

To better understand the effect of the top-k selective mech-
anism, we further visualize the learned sparse mask Mk in
the first head of the multi-head self-attention. In Fig. 14,
we present the sparse mask when the selective rate k is set
to 50%. Additionally, we provide the 2nd and 20th feature
maps in the key token K. In the 2nd feature map, the airplane
with rich texture is poorly distinguished from the background,
i.e., it has similar response values across the feature map.
In this case, the 2nd feature map is not informative and can
be treated as a noisy token. Therefore, the corresponding
element in Mk is zero, which means it will be distilled by
our TTSA. In contrast, the 20th feature map exhibits a more
informative pattern, where the airplane is well-activated with
prominent and clear details. Thus TTSA retains 20th feature
maps for self-attention matrix calculation. This visualization
demonstrates the effective selection of features.
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Fig. 11. ×4 visual comparisons on NWPU-RESISC45 with real-world degradation.

Fig. 12. Ablation analysis of different values of k on AID (top) and the
effect of TTSA on all test sets (bottom).

b) Effect of different values of k: The key parameter
of our top-k token selective attention is the value of k.
As mentioned before, instead of setting k to a single value,
we propose to dynamically set k to multiple values, allowing
for sparse to dense selection. The PNSR performance of
different k is investigated in Fig. 12. We observe that setting
k to a small value, such as 1/6, leads to a dramatic drop
in performance as there is insufficient long-range information
available for restoration. On the other hand, selecting all tokens
for self-attention calculation (i.e., k=100%) also degrades the
PSNR performance due to the interference of more irrelevant
tokens. To strike a favorable balance between sparsity and
density, we set k to multiple values with a controllable interval
to dynamically capture the most influential tokens. As shown
in Fig. 12, a relatively promising performance of 30.97dB is
achieved when k is within the range

[
1
2 , 4

5

]
.

c) Effect of channel-wise selection: Formally, the mask
size of our TTSA is determined by the channel number in
each head, i.e., C2

num2
head

, where C = 180 and numhead =

6 in our final TTST. Compared to the spatial-wise selection
mechanism, a mask value needs to be predicted for each pixel,
resulting in a mask size of H2

W 2 , where H and W denote
the height and width of the input image, respectively. In the
training process, we crop patches with a size of 64 × 64, and
the mask size of spatial selection is nearly 4.6 times larger

Fig. 13. Local Attribution Maps (LAM) [62] comparisons. We also present
the activated area of contribution. The best PSNR performance is shown in
blod.

Fig. 14. Visualization of the 2nd and 20th feature maps of K and the mask
Mk with mask rate k = 50%.

than that of our channel-wise selection. As the image size
increases during the inference stage, the computational cost
of spatial-wise selection will grow dramatically. Therefore,
our channel-wise selection mechanism is memory-efficient and
helps reduce inference complexity.

To investigate the performance of our channel-wise token
selection strategy, we compare it with the k-Nearest Neighbors
(k-NN) attention, which performs top-k selection on the spatial
dimension with a fixed k value. The results in terms of PSNR,
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TABLE VII
COMPARISON OF OUR TOP-k TOKEN SELECTIVE ATTENTION (TTSA)

AND OTHER SELECTIVE ATTENTION. THE FLOPS ARE CALCULATED
WITH A 180 × 64 × 64 TENSOR INPUT. THE GPU MEMORY IS

TESTED ON AN NVIDIA RTX 3090 GPU, AND THE BEST PSNR
PERFORMANCE IS SHOWN IN BLOD

TABLE VIII
THE EFFECT OF MULTI-SCALE FEED-FORWARD LAYER (MFL). FOR

A FAIR COMPARISON, THE EMBEDDING DIMENSION IN THE MLP LAYER

IS SET TO 360, MAKING THE PARAMETER COMPARABLE TO OUR MFL.
THE FLOPS ARE CALCULATED WITH A 180 × 128 × 128 TENSOR INPUT,

AND THE BEST PSNR PERFORMANCE IS SHOWN IN BLOD

parameters, Floating Point Operations (FLOPs), and GPU
memory are presented in Table VII. It can be observed that
our TTSA significantly reduces the computational complexity
compared to the k-NN attention. For instance, TTSA reduces
the FLOPs by 74% (0.5507G vs. 2.1237G) and memory
cost by 53%, while achieving the best PSNR performance
(28.201dB vs. 28.107dB).

2) Multi-Scale Feed-Forward Layer: a) Effect of per-
forming MFL. The effect of MFL in our TTST on SR
performance is listed in Table V. By comparing Model-B and
Model-C, we observe that MSF brings 0.044dB improvement.
To further assess the effectiveness of our MFL, we conduct
a comparison with the standard MLP layer, which is widely
used in Transformers [27], [30], [43]. The PSNR performance
and model efficiency analysis on the AID-tiny dataset is
reported in Table VIII. It is observed that CNN, which
retains the critical locality for restoration tasks, outperforms
the fully-connected MLP layer. b) Effect of Multi-Scale
Design. To investigate the effectiveness of multi-scale design,
we individually adopt single-scale DW-Conv (i.e., 3×3, 5×5,
and 7 × 7) in MFL for comparison. Although various single-
scale DW-Convs are exploited in the feed-forward procedure,
they fail to simultaneously leverage multi-scale knowledge.
In contrast, our MFL explores and incorporates multi-scale
cues during the feed-forward process, resulting in notable
performance improvements. Specifically, our MFL achieves a
substantial PSNR gain of 0.187dB over the naive MLP layer.

3) Global Context Attention:
a) Effect of GCA: The impact of GCA on SR per-

formance is reported in Table V. A comparative analysis
between Model-C and Model-D reveals a notable improvement
of 0.054dB in PSNR, highlighting the efficacy of GCA in
extracting global context by dynamically adjusting the large
respective field.

More intuitively, we visualize the Local Attribution Maps
(LAM) of several state-of-the-art models. LAM adopts the
integrated gradients method, which interprets an SR network

by attributing the existence of certain features of local patches
in the output image. The output of LAM represents the
pixel-wise importance of the input LR image to restore a
certain patch in the SR image. As shown in Fig. 13, darker red
pixels indicate a higher contribution to the restoration process.
Our TTST exhibits a larger activation of pixels in large-scale
remote sensing imagery, indicating that our GCA significantly
expands the respective field. Furthermore, more pixels with
high contributions are involved in the reconstruction process of
our TTST, suggesting that our GCA effectively grasps useful
global prior knowledge for improved SR performance.

b) Effect of Kernel decomposition: As reported in
Table IX, we provide a comprehensive evaluation of dif-
ferent kernel decomposition sequences (k, d) across various
respective fields R. The model parameters, FLOPs, and PSNR
performance are also presented for comparison. The results
reveal that large-kernel decomposition can significantly reduce
the computational complexity compared to applying a sin-
gle large-kernel convolution. For example, when R = 11,
kernel decomposition substantially reduces the computation
cost in terms of parameters (120.803K vs. 3920.58K) and
FLOPs (1.958G vs. 64.23G). Moreover, models with ker-
nel composition can surpass the single-scale design under
the same respective field. This aligns with the motivation
of our GCA. While single-scale large-kernel convolution
increases the respective field, it fails to consider the scale
variation of prior knowledge, which is essential for global
contextual exploration. In contrast, our kernel decomposition
strategy can effectively characterize multi-scale contexts with-
out compromising the receptive field, resulting in superior
SR performance. After extensive analysis, we can find that
R = 23 is determined to be the most effective as it offers the
best performance in PSNR.

4) Model Complexity: To comprehensively assess the
trade-off between performance and complexity, we systemati-
cally adjust the model settings of TransENet, HAT-L, and our
TTST to create variants with different parameters and FLOPs.
The quantitative results are reported in Table X. Initially,
we reduce the parameters of TransENet to align its size
closely with our TTST (19.44M vs. 18.94M) by modifying
the embedding dimension (Dim) from the default 512 to
256. Subsequently, we increase the channel number (C) of
feature extraction in TransENet from the default 64 to 180,
making its FLOPs similar to our TTST (307.87G vs. 314.68G).
Notably, TTST exhibits superior PSNR performance when
the model complexity is comparable to TransENet. Similarly,
we investigate the model complexity of HAT-L by changing
the embedding dimension (Dim) from the default 180 to
128 and the number of Residual Hybrid Attention Blocks
(RHAB) from default 12 to 6. These results demonstrate that
TTST outperforms both TransENet and HAT-L under similar
model complexity.

Furthermore, we explore various model settings of our
TTST. When the channel number (C) is set to 64, the
complexity of TTST reduces significantly in parameters
(5.82M vs. 18.94M) and FLOPs (98.47G vs. 314.68G).
However, the PSNR performance diminishes (28.074dB
vs. 28.201dB) due to the limited representation capability.
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TABLE IX
THE EFFECT OF KERNEL DECOMPOSITION. THE NOTATION (k, d)

INDICATES THAT WE DECOMPOSE THE LARGE KERNEL CONVOLUTION

INTO A SEQUENCE OF SMALL KERNEL DEPTH-WISE CONVOLUTIONS

(DW-CONVS) WITH A KERNEL SIZE OF k AND A DISTILLATION

RATE OF d . ALL THE FLOPS ARE CALCULATED USING

A 180 × 128 × 128 TENSOR INPUT, AND THE BEST

PSNR PERFORMANCE IS HIGHLIGHTED IN BOLD

TABLE X
MODEL COMPLEXITY ANALYSIS. THE MODEL SETTINGS OF

TRANSENET, HAT-L, AND OUR TTST ARE MODIFIED TO DEVELOP

SOME VARIANTS WITH DIFFERENT MODEL COMPLEXITIES

IN TERMS OF PARAMETERS AND FLOPS. ALL THE FLOPS

ARE CALCULATED USING A 3 × 128 × 128 TENSOR

INPUT, AND THE BEST PSNR PERFORMANCE IS

HIGHLIGHTED IN BOLD

Additionally, we increase the number of Residual Token
Selective Groups (RTSG), resulting in further performance
improvement (28.255dB vs. 28.201dB). To strike a favorable
trade-off between performance and complexity, we set RTSG
to 6 as it delivers a satisfactory performance with lower
complexity.

V. CONCLUSION

In this study, we propose a Top-k Token Selective
Transformer (TTST) for remote sensing imagery super-
resolution (SR), aiming to overcome some critical limitations
inherent in the existing transformer-based SR methods.
To address the issue of token redundancy, we design a flexible
Top-k Token Selective Attention (TTSA) that enables our
TTST to prioritize the more valuable tokens with the top-k
highest similarity to the query, thus filtering out irrelevant
information in self-attention. To consider the scale diver-
sity of similar ground objects in remote sensing imagery,
we devise a Multi-scale Feed-forward Layer (MFL) to gen-
erate a set of enriched multi-scale features. Additionally, a
Global Context Attention (GCA) module is equipped for
our TTST to enhance contextual awareness and leverage
global prior knowledge in large-scale scenes. TTST out-

performs state-of-the-art SR models, both in simulated and
real-world remote sensing images. Despite achieving decent
performance, remote sensing imagery always suffers from
various degradations, making TTST collapse in real-world
scenes. Recently, Huang et al. [72] proposed an interpretable
transitional learning for degradation representation, achiev-
ing a favorable generalization of blind super-resolution. This
motivates us to develop an interpretable degradation scheme
for remote sensing scenarios, thus promoting the practical
application capability of TTST.
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